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TKIL is a Tangent Kernel optimization for 
optimal class-balanced Incremental Learning 
with a novel Gradient Tangent Kernel loss. 

Methods:

Tangent Kernel and Gradient Tangent Kernel Loss:

Tangent Kernel Incremental Learning (TKIL) Approach:

Visualizations 

Main Results:

Highlight
> Address data imbalances in 
memory-based Class Incremental 
Learning
> A novel gradient tangent kernel loss 
for finite-width neural networks
> Low training computational load 
and constant memory usage

Overview:

> Learning balanced Data representations is 
crucial for Class Incremental Learning (CIL). 
> We proposed learning a set of task-specific 
parameters instead of a single fixed model.
> Tangent kernel loss alleviates catastrophic 
forgetting of previous representations. 

Motivation:

Minimize cosine distances between tangent kernels

Conclusion 

> We formulate gradient tangent kernel loss 
over feature layers to learn balanced 
representations and alleviated forgetting for 
CIL.
> Experiments on multiple benchmarks 
show that TKIL outperforms existing state-
of-the-art methods in various settings, 
especially in large-volume task scenarios. 
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